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Abstract: This paper proposes some ratio estimators for population mean using known 

skewness coefficient of auxiliary attribute. Theoretically, it is obtained mean square error 

(MSE) equations for all proposed estimators. The efficiency between the suggested 

estimators and some known estimators is compared. The theoretical findings are also 

supported by a numerical examples using original data sets. 
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1. Introduction 

The Naik and Gupta estimator for the population mean  of the variate of study, which make 

use of information regarding the population proportion possessing certain attribute, is defined by 

 

Let  be th characteristic of the population and  is the case of possessing certain attributes. 

If th unit has the desired characteristic, it takes the value 1, if not then the value 0. That is; 
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where  the sample mean of the study variable and  be the total count of the units that 

possess certain attribute sample.   shows the ratio of these units and it is assumed that the 

population proportion  of the form of attribute  is known. 

The MSE of the Naik and Gupta estimator is 

 

where, ; N is the number of units in the population; ;  is the population variance of 

auxiliary attribute ,  is the population variance of the study variable and  is the sample 

covariance between the auxiliary attribute and the study variable (Naik and Gupta, 1996). 

2. Suggested Estimators 

Following Singh et al. (2008), it is proposed the estimators using the skewness coefficient of 

auxiliary attribute as follows: 

                                                                   (2.1) 

                                                     (2.2) 

                                                  (2.3) 

                                                            (2.4) 

                                                           (2.5) 

where ,  and  are the population coefficient of variation, the population coefficient of 

kurtosis of auxiliary attribute and d the population coefficient of skewness of auxiliary attribute, 

respectively and  is the regression coefficient. Here,  is the sample variance of auxiliary 

attribute and  is the sample covariance between the auxiliary attribute and the study variable. 

It is obtained the MSE equations for these proposed estimators using Taylor series approach as 

(for details, please see the Appendix A)  

 

 

 

where , , ,  and . 
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3. Efficiency Comparisons 

In this section, the MSE of some known traditional estimators are compared with the MSE of 

the proposed estimators. 

It is well known that under simple random sampling without replacement (SRSWOR) the 

variance of the sample mean is; 

 

In this section, firstly, the MSE of the proposed estimators given in (2.6) with the variance of 

sample mean it is compared, so I have the following conditions; 

  if, 

 

                                                                (3.2) 

When the restrictions (3.2) is satisfied, the proposed estimators are more efficient than the sample 

mean. 

,  

 

 

 ,                                                (3.3) 

When the conditions (3.3) is satisfied, the proposed estimators are more efficient than the ratio 

estimator suggested by Naik-Gupta (1996). 

 

 

 

 

If            , ,                                                    (3.4) 

If            , ,                                                    (3.5) 
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When either of the condition (3.4) or (3.5) is satisfied, the ith proposed estimator is more efficient than 

the jth proposed estimator. 

4. Numerical Illustrations 

The performance of various estimators considered here using the two data sets is compared in 

this section. 

Population I (Source: see Sukhatme (1957), p. 279)  

 

 

The statistics about the populations I and II are presented in tables 1 and 2 respectively. Note 

that the sample sizes as  and simple random sampling (Cochran, 1977) was used 

respectively for populations I and II. I would like to recall that sample size has no effect on efficiency 

comparisons of estimators, as shown in Section 3.  

 

Table 1: Population I Data Statistics 

    

    

    

    

    

 

Population II (Source: see Zaman et al. (2014)) 

 

 

Table 2: Population II Data Statistics 

    

    

    

 0   

 0   

 

When examining the conditions determined in Section 3 for these data sets, they are satisfied 

for the proposed estimators as follows: 



Int. J. Modern Math. Sci. 2018, 16(2): 87-95  

        

Copyright © 2018 by Modern Scientific Press Company, Florida, USA 

91 

For population I; 

 

 

               Conditions (3.2) is satisfied.        

 

 

 

 

      Conditions (3.3) is satisfied.        

 

 

For the MSE comparison between the and  proposed estimators, the conditions (3.4) is 

satisfied as follows: 

 

     Conditions (3.4) is satisfied. 

Thus, the first proposed estimator is more efficient than the second one. 

Similarly for population II; 

 

 

               Conditions (3.2) is satisfied.        
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      Conditions (3.3) is satisfied.        

 

 

For the MSE comparison between the and  proposed estimators, the conditions (3.4) is 

satisfied as follows: 

 

     Conditions (3.4) is satisfied. 

Thus, the first proposed estimator is more efficient than the second. 

Using the above results I calculated the MSE and the efficiency for all the estimators in Section 

2. The efficiency for each estimator with respect to the sample mean of a SSR is defined as follows: 

 

 

Where  is the mean square error for the each estimator suggested in Section 2 and 

 for a SSR of sizes 20 and 30, respectively. 

Table 3 presents the MSE and the efficiency all for the estimators given in Section 2. As we 

can see that the suggested estimators  and  dominate all other estimators with efficiency 2.16 

and 2.59; 1.89 and 2.44, respectively.  

 
Table 3: MSE values of the Ratio Estimators 

 

Estimator 

MSE Efficiency 

Population 

I 

Population 

II 

Population 

I 

Population 

II 

 0.1579 15.8427 1 1 

 2.2157 94.5823 0.0713 0.1675 

 0.0732 6.1188 2.1562 2.5892 

 0.0834 6.5047 1.8931 2.4356 

 0.142 9.7908 1.1119 1.6181 

 0.0948 7.1302 1.6667 2.2219 

 0.1139 8.0206 1.3865 1.9752 
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5. Conclusions 

In the study, some ratio estimators for population mean using known skewness coefficient of 

auxiliary attribute is developed and a theoretical argument to show that proposed estimators have a 

smaller MSE than all other estimators is given. Based on these results, we noticed that the suggested 

estimator  has the highest efficiency.  
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Appendix 

In general, Taylor series method for k variables can be given as; 

 

where 

 

and  

 

where represents the terms in the expansion of the Taylor series of more than the second degree 

(Wolter, 1985). When we omit the term , we obtain Taylor series method for two variables as 

follows; 

 

where,  and  

MSE equations of the proposed estimators given in Table 1 compute as follows: 

 

 

If  taken, 
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where,  

 

 

 

 

 

where, , , ,  and  

 

 

 

 

 


